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FIELD OF THE INVENTION 

[001] The present invention relates to the field of the Artificial Intelligence and 

Machine Learning based reconstructing biomedical images with novel 

techniques, methods, devices and apparatus. The invention more particularly 

relates to a machine learning based Biomedical image analysis device for 5 

disease detection and working method thereof. 

BACKGROUND OF THE INVENTION 

[002] The following description provides the information that may be useful in 

understanding the present invention. It is not an admission that any of the 

information provided herein is prior art or relevant to the presently claimed 10 

invention, or that any publication specifically or implicitly referenced is prior 

art. 

[003] Further, the approaches described in this section are approaches that 

could be pursued, but not necessarily approaches that have been previously 

conceived or pursued. Therefore, unless otherwise indicated, it should not be 15 

assumed that any of the approaches described in this section qualify as prior 

art merely by virtue of their inclusion in this section. 

[004] The current invention pertains to medical image analysis automation, 

and more specifically, to automating several types of medical image analysis 

tasks with deep image-to-image network learning. Landmark detection, 20 

anatomy detection, anatomy segmentation, lesion detection, segmentation 

and characterisation, cross-modality image registration, image denoising, 

cross-domain image synthesis, etc. are all crucial tasks in medical image 

analysis. There are many advantages to medical imaging that can be 

automated by means of computer-based picture analysis. Among the many 25 
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advantages of automating medical image analysis jobs is the enhancement of 

accuracy, reproducibility, and efficiency in image reading through the use of 

structured image reading and reporting. Personalized scanning at a lower 

radiation dose, reduced examination time and expense, and improved 

consistency and reproducibility are all additional advantages of automatic 5 

medical image analysis activities. 

[005] Accordingly, on the basis of aforesaid facts, there remains a need in the 

prior art to provide a machine learning based Biomedical image analysis 

device for disease detection and working method thereof. Therefore, it would 

be useful and desirable to have a system, method, apparatus and interfaces 10 

to meet the above-mentioned needs. 

SUMMARY OF THE PRESENT INVENTION 

[006] In view of the foregoing disadvantages inherent in the known types of 

conventional Biomedical image processing systems, methods and 

techniques, are now present in the prior art, the present invention provides a 15 

machine learning based Biomedical image analysis device for disease 

detection and working method thereof, which has all the advantages of the 

prior art and none of the disadvantages.  

[007] It is an object of the present invention, a means of transmitting the 

acquired biological image through an image capturing module and the 20 

corresponding learning model; and a processing unit with a machine learning 

module to create a standardised format for the annotation of the acquired 

medical images using the set of image spots in the acquired biological image 

data, which isolate many clusters of pixels and creating a network that 
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represents the various groups of pixels with the labelled form of the acquired 

medical images, identify at least one biomedical feature for a graph node. 

[008] Furthermore, the set of image spots extracted from the acquired 

biomedical image, and then the machine learning model is applied to the set 

of image spots to segment the image. In addition, the set of image spots is 5 

processed through a convolutional network to construct respective feature 

maps and a tree structure network configured to process the feature maps 

collectively to obtain a segmentation mask for the tree structure object. 

[009] In this respect, before explaining at least one object of the invention in 

detail, it is to be understood that the invention is not limited in its application 10 

to the details of set of rules and to the arrangements of the various models set 

forth in the following description or illustrated in the drawings. The invention is 

capable of other objects and of being practiced and carried out in various 

ways, according to the need of that industry. Also, it is to be understood that 

the phraseology and terminology employed herein are for the purpose of 15 

description and should not be regarded as limiting. 

[010] These together with other objects of the invention, along with the various 

features of novelty which characterize the invention, are pointed out with 

particularity in the disclosure. For a better understanding of the invention, its 

operating advantages and the specific objects attained by its uses, reference 20 

should be made to the accompanying drawings and descriptive matter in 

which there are illustrated preferred embodiments of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[011] When considering the following thorough explanation of the present 

invention, it will be easier to understand it and other objects than those 25 
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mentioned above will become evident. Such description refers to the 

illustrations in the annex, wherein: 

[012] FIG. 1, illustrates a conventional machine learning based Biomedical 

image analysis device for disease detection and working method thereof, in 

accordance with an embodiment of the present invention. 5 

[013] FIG. 2, illustrates another conventional schematic diagram of the 

machine learning based Biomedical image analysis device for disease 

detection and working method thereof, in accordance with an embodiment of 

the present invention. 

DETAILED DESCRIPTION OF THE INVENTION 10 

[014] The following sections of this article will provide various embodiments 

of the current invention with references to the accompanying drawings, 

whereby the reference numbers utilised in the picture correspond to like 

elements throughout the description. However, this invention is not limited to 

the embodiment described here and may be embodied in several other ways. 15 

Instead, the embodiment is included to ensure that this disclosure is extensive 

and complete and that individuals of ordinary skill in the art are properly 

informed of the extent of the invention. Numerical values and ranges are given 

for many parts of the implementations discussed in the following thorough 

discussion. These numbers and ranges are merely to be used as examples 20 

and are not meant to restrict the claims' applicability. A variety of materials are 

also recognised as fitting for certain aspects of the implementations. These 

materials should only be used as examples and are not meant to restrict the 

application of the innovation. 
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[015] Referring now to the drawings, these are illustrated in FIG. 1 & 2, the 

present invention discloses a machine learning based Biomedical image 

analysis device for disease detection and working method thereof. The system 

is comprised of, but not limited to, a means of transmitting the acquired 

biological image through an image capturing module and the corresponding 5 

learning model; and a processing unit with a machine learning module to 

create a standardised format for the annotation of the acquired medical 

images using the set of image spots in the acquired biological image data, 

which isolate many clusters of pixels and creating a network that represents 

the various groups of pixels with the labelled form of the acquired medical 10 

images, identify at least one biomedical feature for a graph node. 

[016] In accordance with another embodiment of the present invention, the set 

of image spots extracted from the acquired biomedical image, and then the 

machine learning model is applied to the set of image spots to segment the 

image. 15 

[017] In accordance with another embodiment of the present invention, the set 

of image spots is processed through a convolutional network to construct 

respective feature maps and a tree structure network configured to process 

the feature maps collectively to obtain a segmentation mask for the tree 

structure object. 20 

[018] In accordance with another embodiment of the present invention, the 

processing unit is provided in the cloud-based network is configured to train 

the acquired image data such tissue images and result data as well as test 

sample images from the imaging equipment or elsewhere. 
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[019] In accordance with another embodiment of the present invention, the 

machine learning module is configured to produce a series of transform layers, 

each of which includes a convolutional layer, with each convolutional layer in 

the first series being smaller than or equal to the size of the convolutional layer 

it follows in the series of transform layers in order to produce the first set of 5 

feature maps of the acquired biomedical image. 

[020] Further, the final output image is either a mask image in which only 

pixels or voxels located within boundaries of the one or more anatomies of 

interest have non-zero values, or an image with a Gaussian-like band defined 

surrounding boundaries of the one or more anatomies of interest. 10 

[021] In accordance with another embodiment of the present invention, the 

machine learning module is further configured to rebuild a acquired biological 

image using a predefined set of feature maps produced by an encoder and 

decoder image processor. 

[022] The above-mentioned invention is provided with the preciseness in its 15 

real-world applications to provide a machine learning based Biomedical image 

analysis device for disease detection and working method thereof. Further, in 

order to extract image spots through a midline of the tree structure object, the 

machine learning module segment for the acquired biomedical image 

executes an initial arterial segmentation that is then checked by a plurality of 20 

observing modules. 

[023] The benefits and advantages that the present invention may offer have 

been discussed above with reference to particular embodiments. These 

benefits and advantages are not to be interpreted as critical, necessary, or 

essential features of any or all of the embodiments, nor are they to be read as 25 
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any elements or constraints that might contribute to their occurring or 

becoming more evident. 

[024] Although specific embodiments have been used to describe the current 

invention, it should be recognized that these embodiments are merely 

illustrative and that the invention is not limited to them. The aforementioned 5 

embodiments are open to numerous alterations, additions, and improvements. 

These adaptations, changes, additions, and enhancements are considered to 

be within the purview of the invention.  
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We Claim: 

1. A machine learning based biomedical image analysis device for disease 

detection, comprising: 

a means of transmitting the acquired biological image through an image 

capturing module and the corresponding learning model; 5 

a processing unit with a machine learning module to create a standardized 

format for the annotation of the acquired medical images using the set of image 

spots in the acquired biological image data, which isolate many clusters of 

pixels and creating a network that represents the various groups of pixels with 

the labelled form of the acquired medical images, identify at least one 10 

biomedical feature for a graph node. 

2. The system as claimed in claim 1, wherein the set of image spots extracted 

from the acquired biomedical image, and then the machine learning model is 

applied to the set of image spots to segment the image. 

3. The system as claimed in claim 1, wherein the set of image spots is processed 15 

through a convolutional network to construct respective feature maps and a tree 

structure network configured to process the feature maps collectively to obtain 

a segmentation mask for the tree structure object. 

4. The system as claimed in claim 1, wherein the processing unit is provided in 

the cloud-based network is configured to train the acquired image data such 20 

tissue images and result data as well as test sample images from the imaging 

equipment or elsewhere. 

5. The system as claimed in claim 1, wherein the machine learning module is 

configured to produce a series of transform layers, each of which includes a 

convolutional layer, with each convolutional layer in the first series being 25 
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smaller than or equal to the size of the convolutional layer it follows in the series 

of transform layers in order to produce the first set of feature maps of the 

acquired biomedical image. 

6. The system as claimed in claim 1, wherein the final output image is either a 

mask image in which only pixels or voxels located within boundaries of the one 5 

or more anatomies of interest have non-zero values, or an image with a 

Gaussian-like band defined surrounding boundaries of the one or more 

anatomies of interest. 

7. The system as claimed in claim 1, wherein the machine learning module is 

further configured to rebuild a acquired biological image using a predefined set 10 

of feature maps produced by an encoder and decoder image processor. 

8. The system as claimed in claim 1, wherein in order to extract image spots 

through a midline of the tree structure object, the machine learning module 

segment for the acquired biomedical image executes an initial arterial 

segmentation that is then checked by a plurality of observing modules. 15 

Dated this 03rd day of March 2023 

Applicant(s) 

Dr. B. R. Ambedkar Chair- Andhra University et. al. 
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ABSTRACT 

A UNIQUE MACHINE LEARNING BASED BIOMEDICAL IMAGE ANALYSIS 

DEVICE FOR ACCURATE DETECTION OF DISEASE 

[025] The present invention discloses a machine learning based Biomedical image 

analysis device for disease detection and working method thereof. In the present 5 

invention, a means of transmitting the acquired biological image through an image 

capturing module and the corresponding learning model; a processing unit with a 

machine learning module to create a standardised format for the annotation of the 

acquired medical images using the set of image spots in the acquired biological image 

data, which isolate many clusters of pixels and creating a network that represents the 10 

various groups of pixels with the labelled form of the acquired medical images, identify 

at least one biomedical feature for a graph node. 

Accompanied Drawing [FIGS. 1-2] 

Dated this 03rd day of March 2023 

Applicant(s) 15 

Dr. B. R. Ambedkar Chair- Andhra University et. al. 
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